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in place. In existing similarity metadata matches, these sparse occurring file types are ignored totally 
and are addressed in the proposed unique association models. In the course of this article, the authors 
explain the unique mapping methodology to achieve the same. As a proof of concept the metadata 
field values namely amazon, fighter, pirated, rao, and stolen are embedded into the artifact metadata 
fields for demonstration.

The authors make use of Exiftool(a platform-agnostic CLI application) created and managed 
by Phil Harvey (2005) for interpretation, marking, and even restricting metadata over a variety of 
file types. It is powerful, speedy, customizable, and also provisionally processes files based on the 
value of any metadata taking numerous output formatting options. It also notes down every change 
in the file to creation, modification, and access date. Also, it’s straightforward to create a text output 
file for each image file and the same can be extended to be stored in json, csv, and xls file formats.

With reference to the standard digital evidence analysis models by Agrawal, N., Bolosky, et 
al., (2007), the authors have categorized every digital artifacts (Origin O) into six major variety of 
families namely image (Family 1), file archiver (Family 2), executable (Family 3), document (Family 
4), multimedia (Family 5) and forensic image (Family 6) as in Figure 1. The authors demonstrate 
the raw headers of one of the sample artifacts from the recently generated Amrita-TIFAC-Cyber/
Digital-Forensics/UMAM-DF (Unique Metadata Association Model - Digital Forensics) datasets 
(2020). It shows the shift of metadata identifiers from the source (z) and the same artifact copied to 

Table 2. Demonstration of Assorted and Sparse Metadata (Filed-Value) Combinations

Index Artifact (Evidence) Source Field: 
subject

Field: 
tags

Field: 
category

Field: 
copyright

Field: 
title

Field: 
<sparse 
field>

X1 pinkie.jpg Ex1:C2M pirated stolen <null> <null> <null> <null>

X2 birds.jpg Ex1:C2M <null> pirated <null> <null> <null> <null>

X3 DOC-S1As1.docx Ex1:P2D <null> stolen pirated <null> <null> <null>

X4 pinkie.jpg Ex1:L2P <null> <null> <null> stolen <null> <null>

X5 pinkie.jpg Ex1:D2C stolen <null> <null> <null> pirated <null>

X6 Filename.vbe 
<random file type>

Ex2:* <null> stolen <null> <null> <null> amazon

X7 Filename.xlsm 
< unusual file type>

Ex3:* <null> <null> <null> pirated <null> fighter

X8 Filename.raw 
<corrupt file type>

Ex4:* <null> <null> <null> <null> <null> rao

Figure 1. Families and Groups of Digital Artifacts (Author’s Perception)
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social media platform Facebook (z’) illustrated around 90% of the actual metadata is modified or 
removed by the social media platform that possesses a nightmare for digital forensic investigators 
while proving their hypothesis before the jurisdiction.

(z) pinkie.jpg (S1As1-Mobile)	
FF D8 FF E0 00 10 4A 46 49 46 00 01 01 01 0048 00 48 00 00 FF E1 13 EA 45 78 69 66 00 00 

4D 4D 00 2A 00 00 00 08 00 0E 01 .. .. .. 28 00 03	
(z’) pinkie.jpg (S1As6-Facebook)	

FF D8 FF E0 00 10 4A 46 49 46 00 01 01 00 0001 00 01 00 00 FF ED 00 84 50 68 6F 74 6F 73 
68 6F 70 20 33 2E 30 00 38 42 49 .. .. .. 33 30 30	

Metadata Association Models
The lemma based theorems on metadata similarity by Raghavan, S., & Raghavan, S. V. (2017) to 
identify the cause and effect of the relationship between metadata values to derive a grouping artifact 
on reducing the volume of metadata to be examined is a remarkable work. They gave details about the 
similarity between metadata in two hierarchies as similarity pockets and similarity groups. Afterward 
from these two association group is derived to find out the reduction factor and grouping efficiency by 
performing a lemma based analytics on metadata. Their future works were comprehensible on applying 
the theoretical proofs to existing datasets and to evaluate the difference between the forthcoming 
practical results of lemma implementation of their models. They also put forward to broaden the 
operational metadata association model to heterogeneous data sources and automating the same to 
be valid for digital evidence stored and processed during big data. This metadata association model 
is pretty good while handling any evidence with a distinct number of digital artifacts where a set of 
distinct extensions from a selected source is considered. The authors categorize artifacts into evidence 
types in various families and distinct file types with the example grouping shown in the following 
Table 3 with respect to Figure 1.

Determining Sparse Associations Between Metadata
With respect to the demonstration of assorted and sparse metadata (filed-value) combinations from 
Table 2, being motivated to generate and share the unique metadata-based dataset to the digital forensic 
research community. After comprehensive literature, on existing digital forensic datasets the authors 
have taken the following ten unique JPG images from dataset mobile source S1 and these acts as the 
reference (genesis) artifacts for the proposed unique mapping algorithm. The same set is synthetically 
recreated across all other sources as shown in Figure 2 keeping in mind each file holds the metadata 
created from their corresponding source file system and application for the visually similar images 
as stated by Buchholz, F., & Spafford, E. (2004). The ultimate purpose of this dataset is to recreate 

Table 3. Homogeneous and Heterogeneous Artifact Mapping

Artifact 
Mapping

Same Family- 
Same Type

Same Family 
-Different Type

Different Family - 
Same Type

Different Family 
-Different Type

File (pair) 
Nature

Purely 
Homogeneous

Habitually 
Homogeneous

Habitually 
Heterogeneous

Purely 
Heterogeneous

Example 1 G1: JPG - GIF G1: JPG - EPS G1: TIFF - PS1 G1: JPG - MP3

Example 2 G2: PNG - JPG G2: TIFF - SVG G2: BZ2 - 3GPP G2: EXE - ISO

Example 3 G3: JPG - PNG G3: PNG - PICT G3: CAB - GFZIP G3: TXT - E01



International Journal of Digital Crime and Forensics
Volume 13 • Issue 5 • September-October 2021

84

visually similar evidence (images in this case) at all sources and monitor the change or degradation 
of metadata on each iteration as shown in Figures 5 and 6.

WIDESPREAD SIMILARITY ASSOCIATION(S)

Metadata associations have been discussed in handling the digital forensic investigation for a while 
and there exist a plethora of syntactical models that roughly match the metadata composition and are 
not as much of predominant in addressing the explicit semantic behavior of the metadata attributes 
and their corresponding parameters. Raghavan, S., Clark, A., et al., (2009, January) hypothetically 
explicate the handling of multiple sources of evidence in a single framework (FIA) classified based 
upon source, data semantics, and storage file formats with the help of Malcolm Corney case on car 
theft investigation at Queensland University of Technology. They also emphasize extending this 
framework to design a suitable contrivance for validating their prototype amid real-world digital 
forensic datasets.

Raghavan, S., & Raghavan, S. V. (2013b, November) plotted metadata associations to establish 
a relationship between the artifacts and group the associated artifacts. AssocGEN analysis engine 
determines the relationship stuck between artifacts from files, logs, and network packet source to group 
the interrelated artifacts with respect to the circumstance of a digital investigation. Raghavan, S., & 
Saran, H. (2013, November) put forward the Provenance Information Model (PIM) to deal with the 
challenges related to timestamp analysis transversely for manifold time zones to precisely take into 
custody, the time zone in sequence and authenticate time-related affirmation during metadata analysis 
named after UniTIME timelining tool. Raghavan, S. (2014) thesis on Metadata Association Model 

Figure 2. Real-World Images Obtained from S1: Mobile (S1As1) with Complete Metadata
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The artifacts are categorized into three distinct classifications namely primary, secondary, and 
tertiary as shown in Figure 4 for a convincing artifact triaging. The author’s scope on this cataloging is 
to collect each and every metadata from a primary category like images, documents, and multimedia 
files in a forensically sound manner. Then the necessary metadata is collected in a secondary category 
based on the combination of EXIF, ICC, IPTC, and XMP metadata standards and lastly, the universally 
obtainable file system metadata is collected in the tertiary category. Unique metadata mapping aims 
at collecting all metadata even from tertiary evidence like pcap or evtx that might have a sparse 
association with any of the primary or secondary evidences.

The building blocks for the metadata element for any artifact is represented by a regular 2-tuples 
notation by the authors throughout the article as <field:value> pair as in (3,4) for the publicly available 
metadata standards.

M ID betheidentifier for the st tuple field

f identi
f n
−

∀

� � � � � � � :

� �
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The combine notation of any metadata value corresponding to a metadata field that belongs to a 
unique artifact from a selected source is represented via (5) the below distinctive notation.

Figure 4. Phase-wise Implementation and Data Flow of Unique Associations
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considerations for dataset collection are unchanged as the first set of experiments and it results in 
ten unique datasets. It collects the metadata of the file before and after sharing them between source 
devices and social media to calculate the final Association Group (AG) and Unique Association(UA) 
matches are shown in Figure 6.

The authors labeled the following metadata archive as “UMAM-DF” (Unique Metadata 
Association Model - Digital Forensics) dataset and are made publicly available at Amrita-TIFAC-
Cyber/Digital-Forensics/UMAM-DF (Unique Metadata Association Model - Digital Forensics) 
datasets (2020) for suggestions and recommendations to enhance the same in near future for upcoming 
research works.

PROTOTYPE IMPLEMENTATION ON UMAM-DF DATASET

The series of sequential experiments collected with UMAM-DF dataset is engaged in testing the 
availability of metadata field-value pair matches across the sources with the collected set of 36 
evidence sets as shared in Amrita-TIFAC-Cyber/Digital-Forensics/UMAM-DF (Unique Metadata 
Association Model - Digital Forensics) datasets (2020). The statistics of the similarity model and 
unique model of unaltered datasets are depicted in Table 5 resulting in linear Unique Group (UG) 
matches and variable Unique Association (UA) matches to adhere with their mathematical proof and 
algorithmic sequences.

The authors post a disclaimer for the repetitive values in SG produced during the experiment, 
as it is purely caused due to the availability of multiple identical metadata S A M ID M ID

n n f n v n
: :− − −  

field-value pairs. This coherence can be ignored to maintain the integrity of the dataset as it is shared 
across the forensic community for reproducing the results as expected to verify the proposed model. 
The extended version of the same with normalized features is tabulated in Table 6.

Experiment 1 as shown in Figure 5 reveals the metadata matches of SP increases from 23(S1AS1) 
to 26(C2M) concluding that the additional metadata field-value pairs to be 22.5 and shows for every 

Figure 5. Iterative and Sequential Mobility (of Artifacts) in UMAM-DF Dataset
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copy/paste at an average ±2 SP is achieved. The UP count reducing from 388 at S1AS1 in step 1 to 341 
in step 6 reveals that around 47 unique pockets went missing when the files (namely01.betta-left.jpg to 
10.sunset.jpg) went on to a complete round from mobile, back to mobile passing all other four sources 
as plotted in Figure 7. The experiment 2,3,4&5 expresses a similar shift over 47,21,62&62 unique 
pockets respectively in UP. The UG for all the experiments varies by ± SP across all experiments.

Unique pockets count of 380, 396, 339, 319 & 319 from source S1As6 drastically got reduced 
to 95,210, 96, 66 & 66 after passing via Telegram, Whatsapp, Instagram, Twitter, and Facebook 

Figure 6. Social Media Mobility (of Artifacts) in UMAM-DF Dataset

Table 5. Results for UP, UG, UA with respect to SP, SG, AG. (Unaltered UMAM-DF dataset)

UMAM-DF Dataset Source SP UP SG UG AG UA

Experiment 1 S1As1 23 388 01 20 02 31

Experiment 2 S2As2 23 400 01 20 04 33

Experiment 3 S3As3 23 347 01 20 01 26

Experiment 4 S4As4 21 327 01 20 03 25

Experiment 5 S5As5 23 183 01 24 02 25

Experiment 6 S1As6 22 380 11 20 07 07

Experiment 7 S2As6 24 396 01 20 03 27

Experiment 8 S3As6 23 339 01 20 03 08

Experiment 9 S4As6 21 319 03 20 06 13

Experiment 10 S5As6 22 181 01 24 01 01

Overall Matches in SnAsn 225 3260 22 208 32 196


