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AGENDA

• BACKGROUND ON SECURITY RISKS TO AI SYSTEMS

• GUIDELINES & COMPANION GUIDE ON SECURING AI SYSTEMS

• BROADER PIC OF WHAT CSA IS DOING FOR AI SECURITY
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INTERSECTION OF AI X SECURITY

AI for Cybersecurity

“AI as a tool”

Security of AI

“AI as a target”

AI-enabled threats

“AI as a threat”

This brief is about
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SECURITY IS A FOUNDATIONAL ENABLER OF TRUST AND 
CONFIDENCE IN AI

AI Safety
AI 

Security 

Ensuring the confidentiality, 
integrity, and availability (CIA) 

of AI systems

Concerned about the 
development and deployment of 

AI that minimises harm or 
negative consequences
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UNDERSTANDING AI THREATS 
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Adapted from https://owaspai.org/goto/threatsoverview/

Also important but less focus in this brief: Hallucinations, harmful responses, offensive content generation

Adversarial Machine Learning

Classical cyber risks

Security risks to AI systems Guidelines & Companion Guide Broader pic of CSA initiatives
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SECURITY-BY-DESIGN AND BY-DEFAULT REMAINS HIGHLY RELEVANT BUT 
DYNAMIC NATURE OF AI BRINGS ADDITIONAL CHALLENGES
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As such, at this point, we cannot fully eliminate the risks but we can manage them. 

Our approach involves 2 strategies:
1. Raise awareness of the security risks to AI systems

2. Develop resources (including guidelines and testing capabilities) to support 

government and industry update of AI

From open source platforms

1. Supply chain risks 

are exacerbated

3. Behaviour of AI algorithms 

can be probabilistic, making it 

difficult to replicate or predict 

outcomes

2. Dynamic nature of data 

can lead to degradation in 

model performance
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EXISTING GUIDELINES AND FRAMEWORKS ON AI SECURITY

US President Executive Order on AI
- Translates to guidelines, action items for DHS, NSA, NIST

White House

Safety and Security Guidelines for Critical Infrastructure 
Owners and Operations 
- Recommends CIIOs to do risk assessment, outcome based, high 
level guidance on mitigations

Dept of Homeland 
Security

Deploying AI Systems Securely: best practices for deploying 
secure & resilient AI systems 
- Provides some specifics on Deployment stage, less on 
Development stage

National Security 
Agency

AI red-teaming pilot (Jul 2024)
- Currently running trials, coverage is on AI Safety incl, societal 
impact and harms of AI, with security expected to be featured 
as a small subset

National Institute 
of Standards and 
Technology

Guidelines for secure development of AI

- High level principles, targeted at AI service 

providers & developers

National Cyber 

Security Centre, UK

Voluntary code of practice and Global 

Standard

- High level principles for adoption by 

international community

Dept of Science, 

Innovation & 

Technology, UK

Draft on “Cyber 

Technology - Basic 

Requirements for Gen 

AI providers”

- Prescriptive 

requirements for their 

domestic Gen AI 

providers; setting 

thresholds & data 

categories for filtering 

“harmful” content, as 

well as Security 

measures for AI models  

China National 

Information 

Security 

Standardization 

Technical 

Committee

EU AI Act

- Passed by EU 

parliament in Mar 2024 ; 

focus on human rights, 

safety, privacy ; outcome-

based

EU
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AI SECURITY

• AI OFFERS SIGNIFICANT BENEFITS FOR THE ECONOMY AND SOCIETY. 

• ADOPTION OF AI CAN EXACERBATE EXISTING CYBERSECURITY RISKS TO ENTERPRISE SYSTEMS.

• AGREE THAT IT IS CRUCIAL TO SECURE AI SYSTEMS.

• HOW TO SECURE? 
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GUIDELINES AND COMPANION GUIDE ON SECURING AI SYSTEMS

• GUIDELINES - AIM TO PROVIDE TO 

SYSTEM OWNERS HIGH LEVEL & 

EVERGREEN PRINCIPLES TO RAISE 

AWARENESS OF ADVERSARIAL 

ATTACKS AND SECURITY RISKS. 

• COMPANION GUIDE -  

COMMUNITY-DRIVEN RESOURCE 

FOR PRACTITIONERS; CURATES 

TREATMENT MEASURES, AND BEST 

PRACTICES DRAWING FROM 

RESOURCES SUCH AS THE MITRE 

ATLAS AND OWASP TOP 10 FOR 

MACHINE LEARNING AND LLM. 

Security risks to AI systems Guidance and Companion Guide Broader pic of CSA initiatives
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Development

3. Secure the Supply 

Chain

4. Consider security 

benefits and trade-offs 

when selecting the 

appropriate model to 

use

5. Identify, track and 

protect AI-related 

assets

6. Secure the AI 

development 

environment

Deployment

7. Secure the deployment 

infrastructure and 

environment of AI 

systems

8. Establish incident 

management 

procedures

9. Release AI systems 

responsibly

End of Life

14. Ensure proper data 

and model disposal

Operations & 

Maintenance

10. Monitor AI system 

inputs

11. Monitor AI system 

outputs and behaviour

12. Adopt a secure-by-

design approach to 

updates and continuous 

learning

13. Establish a vulnerability 

disclosure process

GUIDELINES ON SECURING AI SYSTEMS 

Planning & Design

1. Raise awareness and 

competency on AI 

security risks

2. Conduct Security risk 

assessments

14 evergreen security principles over 5 AI system lifecycle stages

1 2 3 4 5

Security risks to AI systems Guidance and Companion Guide Broader pic of CSA’s initiatives
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COMPANION 
GUIDE

• TOTAL OF 51 TREATMENT  

CONTROLS.

• FOR DECISION MAKERS, 

DEVELOPERS, CYBER TEAMS.

• TO IMPLEMENT AND TAILOR BASED 

ON THREAT SCENARIOS.
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COMPANION GUIDE – HOW TO USE

Step 1: Conduct Risk Assessment on AI system using 

existing standards/methodology 

Step 2: Prioritize areas to address based on 

Risk/Impact/Resources

Step 3: Identify and Implement relevant actions to 

secure AI system 

Step 4: Evaluate residual risk for mitigation or 

acceptance

Steps 1, 2, and 4 can be covered by existing Enterprise Risk assessment/management framework, and 

remains relevant for AI systems.

Security risks to AI systems Guidance and Companion Guide Broader pic of CSA’s initiatives
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WALKTHROUGH USING RETRIEVAL AUGMENTED GENERATION (RAG) 
CHATBOT

Example of LLM Chatbot
Example of Risk Assessment

Security risks to AI systems Guidance and Companion Guide Broader pic of CSA’s initiatives
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WALKTHROUGH USING RAG CHATBOT

Model Card

Security risks to AI systems Guidance and Companion Guide Broader pic 

States 3 types of tests 

conducted prior to its 

release – address risk 

of prompt injection 

attacks 

- standard queries

- potentially problematic inputs, may not be related to domain

- Complex queries are contextual to domain 

Data Sources: Curated from official/ agency websites 

Via subscription to trusted Cloud Service Provider

Clearly states model 

and datasets are from 

trusted sources – 

address supply chain 

risks
Rate throttling to address DOS risk
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EXAMPLE: KEEPING TRACK OF TREATMENT CONTROLS 
APPLIEDTreatment Controls applied across different life cycle 

stages

Yes No NA Example of implementation in this use case

Development stage

Secure supply chain:

2.1.2 Ensure data, model, libraries from trusted sources

✓ Refer to Model card

Consider security benefits and trade-offs when selecting the 

appropriate model to use:

2.2.3 Consider model hardening   

✓ Applied system prompts as guardrails to establish 

boundaries for model’s responses and ensuring it adhere 

to operational parameters.

Deployment stage

Release AI systems responsibly:

3.3.2 Benchmark and test models before use

✓ Refer to Model card

Operations & Maint Stage

Monitor AI system inputs:

4.1.1 Monitor inputs to the model and system for possible 

attacks and suspicious activities

✓ Implement API gateway for detection and filtering of 

prompt injection attacks that attempt to circumvent the 

guardrails

Monitor AI system outputs & behaviour:

4.2.2. Ensure adequate human oversights to verify model 

output where viable

✓ Regular review by System manager of log files for 

anomalous responses from chatbot e.g. responses 

triggered by prompt injections that somehow 

successfully circumvented the guardrails

Security risks to AI systems Guidance and Companion Guide Broader pic of CSA’s initiatives
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Contributing to Singapore’s AI Governance efforts:

OFFICIAL-OPEN

Global Challenge for Safe and Secure 
LLMs by CSA (with AI Singapore)

Grand Challenges

Partnerships with industry 

Includes exchanges on 
emerging technologies such 
as AI and concerted efforts 
towards capacity building

WORKING WITH INDUSTRY, EXPERTS AND ACADEMIA TO 
ADVANCE EFFORTS TO SECURE AI

Security risks to AI systems Guidance and Companion Guide Broader pic of CSA’s initiatives
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SUMMARY OF CSA IS DOING FOR AI SECURITY

1. Raise the 
security baseline

• Raise awareness, promote secure 
by design and by default 
principles through guidelines 

• Industry and international 
collaborations on Technical 
References (TR) and standards 

2. Secure higher-
risk use cases

• Contextualise security/ treatment 
controls to sector specific 
requirements

Security risks to AI systems Guidance and Companion Guide Broader pic of CSA’s initiatives

Guidelines and Companion Guide on Securing AI Systems are available for 

download on CSA Website – we continue to welcome suggestions &  feedback
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Agenda

Introduction to OWASP 

Top 10 for LLM 2025

01

LLM01:2025 Prompt 

Injection

02

LLM02:2025 Sensitive 

Information Disclosure

03

LLM03:2025 Supply Chain

04

LLM04: Data and Model 

Poisoning

05

LLM05:2025 Improper 

Output Handling

06

LLM06:2025 Excessive 

Agency

07

LLM07:2025 System 

Prompt Leakage

08

LLM08:2025 Vector and 

Embedding Weaknesses

09

LLM09:2025 

Misinformation

10

LLM10:2025 Unbounded 

Consumption
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Part

Introduction to OWASP Top 10 

for LLM 2025

AISP AI SIG - OWASP SG Meetup

01



01

The OWASP Top 10 for LLM 

Applications 2025 provides a 

comprehensive list of security risks 

associated with Large Language Model 

(LLM) applications, guiding developers 

and security professionals in identifying 

and mitigating potential threats.

02

This document is a community- driven 

effort to address security issues specific 

to AI applications, evolving with the 

technology and the associated risks.

Background and Purpose



01.
The list is structured to provide detailed descriptions, 

prevention strategies, and example attack scenarios for 

each identified risk.

02.
It is shaped by contributions from a global group of 

professionals, ensuring a thorough and practical 

approach to securing LLM applications.

Structure and Contribution



The 2025 list introduces critical updates on how LLMs are used in real- 

world applications, expanding on previous knowledge and 

incorporating new vulnerabilities and mitigation strategies.

Importance of the 2025 Update



Part

LLM01:2025 Prompt 

Injection

AISP AI SIG - OWASP SG Meetup
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01

Prompt Injection occurs when user prompts alter the LLM’s behavior or output in unintended ways, potentially 

causing the model to violate guidelines or generate harmful content.

02

The impact can range from disclosure of sensitive information to unauthorized access to functions available to 

the LLM.

Description and Impact



Direct and indirect prompt injections can be 

intentional or unintentional, leading to various 

unintended outcomes.

Multimodal AI introduces unique risks where 

instructions can be hidden in images 

accompanying benign text.

Types and Examples



Direct Prompt Injection Examples

ChatGPT Guardrails are working



Direct Prompt Injection Examples

Bypassing ChatGPT Guardrails



Direct Prompt Injection Examples

Copilot Guardrails are working



Direct Prompt Injection Examples

Bypassing Copilot Guardrails



01

Strategies include constraining model behavior, defining expected output formats, and implementing input 

and output filtering to mitigate the impact of prompt injections.

Prevention and Mitigation



Part

LLM02:2025 Sensitive 

Information Disclosure
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02

01 Sensitive information disclosure involves the unintentional exposure of personal identifiable 

information (PII), financial details, and confidential business data through LLM outputs.

This can lead to privacy violations and intellectual property breaches.

Description and Risks



Vulnerabilities include PII leakage, exposure of proprietary algorithms, and 

disclosure of sensitive business data.

Common Vulnerabilities



Info Leakage can also be caused by prompt injection

Link Trap - https://www.trendmicro.com/en_us/research/24/l/genai-prompt-injection-attack-threat.html



Prevention involves output data 

sanitization, egress controls, robust 

input validation, strict access 

controls, and user education on safe 

LLM usage.

01

Mitigation Strategies



Part

LLM03:2025 Supply 

Chain
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01

LLM supply chains are susceptible to various 

vulnerabilities affecting the integrity of training data, 

models, and deployment platforms.

02

These risks can result in biased outputs, security 

breaches, or system failures.

Description and Vulnerabilities



01

Risks include third- party package vulnerabilities, licensing risks, outdated 

models, and vulnerable pre- trained models.

Common Risks

How does one evaluate the 

trustworthiness of models 

from Hugging Face repo?



Strategies include vetting data sources, applying AI Red Teaming, maintaining a 

Software Bill of Materials (SBOM), and implementing strict monitoring for 

collaborative model development environments.

Prevention and Mitigation

For closed source LLMs, you 

are at the mercy of the LLM 

service vendor in terms of 

supply chain vulnerabilities.



Part

LLM04: Data and 

Model Poisoning

AISP AI SIG - OWASP SG Meetup
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Data poisoning manipulates training 

data to introduce vulnerabilities, 

backdoors, or biases, compromising 

model security and performance.

01

This can lead to harmful outputs or 

impaired capabilities.

02

Description and Consequences

Applicable if you are 

performing additional 

training of the LLM to fit 

your industry or business



01
Vulnerabilities include biased outputs, toxic content, and exploitation of downstream systems.

Examples of Vulnerability



Examples of Vulnerability



Prevention involves tracking data origins, vetting data vendors, implementing 

sandboxing, and using data version control to maintain model integrity.

Mitigation Strategies

Do not let users train the 

LLM. Lest you don’t mind 

your LLM becoming a Nazi.
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LLM05:2025 Improper Output 

Handling
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01
Improper Output Handling refers to insufficient validation 

and sanitization of LLM- generated outputs, which can 

lead to XSS, CSRF, SSRF, privilege escalation, or remote 

code execution.

Description and Risks



Vulnerabilities include LLM output entered directly into system 

shells, generation of JavaScript or Markdown without proper 

handling, and LLM- generated SQL queries executed without 

proper parameterization.

01

Common Vulnerabilities



Strategies include treating the model as any other user, following OWASP ASVS guidelines for input validation and sanitization, 

and implementing context- aware output encoding.

Prevention and Mitigation



Part

LLM06:2025 

Excessive Agency

AISP AI SIG - OWASP SG Meetup
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Excessive Agency is the vulnerability that enables damaging actions to be 

performed in response to unexpected, ambiguous, or manipulated outputs 

from an LLM, given the increased use of agentic architectures that can 

give the LLM more autonomy.

01

With LLMs acting as agents or in plug-in settings, unchecked

permissions can lead to unintended or risky actions, making this entry 

more critical than ever, leading to a broad range of impacts across 

confidentiality, integrity, and availability.

02

Description and Impact



01

Risks include excessive functionality, excessive permissions, and excessive autonomy granted to LLM- based systems.

Common Risks



Strategies include minimizing extensions and extension functionality, avoiding open- 

ended extensions, and requiring user approval for high- impact actions.

Prevention and Mitigation



Part

LLM07:2025 System Prompt 

Leakage
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System Prompt Leakage refers to the risk that 

system prompts or instructions used to steer the 

behavior of the model can contain sensitive 

information that was not intended to be 

discovered.

(NEW)

System prompt should not be considered a 

secret, nor should it be used as a security 

control. Accordingly, sensitive data such as 

credentials, connection strings, etc. should not 

be contained within the system prompt language. 

Disclosure of such information can be used to 

facilitate other attacks.

Description and Risks



Risks include exposure of sensitive functionality, internal rules, filtering criteria, and 

disclosure of permissions and user roles.

01

Common Risks



Strategies include separating sensitive data 

from system prompts, avoiding reliance on 

system prompts for strict behavior control, 

and implementing guardrails to ensure 

security controls are enforced 

independently from the LLM.

Prevention and Mitigation



Part

LLM08:2025 Vector and 

Embedding Weaknesses
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01 02

These weaknesses can be exploited to inject harmful 

content, manipulate model outputs, or access sensitive 

information.

Vector and embedding weaknesses present significant 

security risks in systems utilizing Retrieval Augmented 

Generation (RAG) with LLMs.

(Retrieval Augmentation uses vector

mechanisms and embedding.)

(NEW)

Description and Vulnerabilities



Risks include unauthorized access and data leakage, cross- context information leaks, 

embedding inversion attacks, and data poisoning attacks.
01

Common Risks



Common Risks

Question: If RAG is enabled to search your 
Sharepoint/OneDrive/Google Drive, does your GenAI solution know 
not to display outputs using information gleaned from your senior 
management users or sensitive functions users, for e.g. finance  or 
HR.

Example: Imagine an intern running this prompt “Generate a 
sample Financial Report, based on the latest report 
approved by CFO.”



Strategies include implementing permission and access control, data validation 

and source authentication, and monitoring and logging to detect suspicious 

behavior.

Prevention and Mitigation
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LLM09:2025 

Misinformation
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Misinformation from LLMs occurs when they produce 

false or misleading information that appears credible, 

leading to security breaches, reputational damage, 

and legal liability.

Causes include hallucination, biases in training data, 

and overreliance on LLM- generated content.

0201

Description and Impact



01

Risks include factual inaccuracies, unsupported claims, misrepresentation of expertise, and unsafe code 

generation.

Common Risks



Common Risks



Common Risks

So is “Wong Onn Chee” too political, too porno or too violent a subject matter?



Strategies include using Retrieval- Augmented Generation, model fine- tuning, cross- verification 

and human oversight, automatic validation mechanisms, and risk communication to users.

01

Prevention and Mitigation



01

Prevention and Mitigation

RAG can be used to crawl and analyse your documents or the Internet for up-
to-date information.
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LLM10:2025 Unbounded 

Consumption
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Unbounded Consumption refers to the process where an LLM 

generates outputs based on input queries or prompts without 

control, leading to risks such as denial of service (DoS), 

economic losses, model theft, and service degradation. It occurs 

when a Large Language Model (LLM) application allows users to 

conduct excessive and uncontrolled inferences. Inference is a 

critical function of LLMs, involving the application of learned 

patterns and knowledge to produce relevant responses or 

predictions.

High computational demands make LLMs vulnerable to resource 

exploitation and unauthorized usage.

01 02

Description and Risks



01

Vulnerabilities include variable- length input flood, denial of wallet (DoW) , continuous 

input overflow, resource- intensive queries, model extraction via API, and functional 

model replication.

Common Vulnerabilities

DoW: exploit the cost-per-use model of cloud-based AI services, leading to unsustainable financial burdens on the provider 

and risking financial ruin.



Strategies include input validation, rate limiting, resource 

allocation management, timeouts and throttling, sandbox 

techniques, comprehensive logging and monitoring, 

watermarking, graceful degradation, limiting queued actions 

and scaling robustly, adversarial robustness training, and glitch 

token filtering.

Prevention and Mitigation



Thank you!
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