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AGENDA

# Some instances of breach

# AWS Security practices demystified
# Security loopholes: What to look for
& how.

# Audit script

# Cloud
applicationsafeguarding  techniques
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Daar MNS Cusiomsr,

¥our WS Account s compromisad! Pleass review the foliowing notics and take immediats SCHon 10 SSCUrs YoUuT Scoount

YOur SeoEiy IS iImportant o ws. We have Bacoma aware thal the AWS Access Key AKLWICENAIENKEAFCERD {belonging o B
'mnnumuwwmmmummmuwm

Flease delete e exposed credenials bom yowr AW'S acooun by usng T iInstuciions below and take sieps o prevent any new
<l i oM Deing <l ik [is FArrsd Again . Linlomanansly, 0aketng M kiys fiam M publc websae andior dsabing tham
5 NOT sufficient i secure pour aooount

To additionaily prolect your acoount fom sscessive chasges, we have temporarly lmied your ability o create soms NS mesources.
Pigase noe il his 0oeS NOLMAKE yOur RSO0 SECUNE. I jUSt parnally mits ihe unauhonNzed UEage for which you could be
charged.

Detaded instruchons are included below 100 yoOur comenience.

CHECK FOR UNAUTHORIZED USAGE

To chack the Esage, pleass g nto your AAS Management Consoly and Qo b0 sech SeNE0H Page i Ses whal IeSources ae haing

used Please pay Special alenton o the unnng EC2 instances, Spol rslance requests. 3Coess loiys, and LAM users. You can aiso
chack “This MONIN'S ACTity” SBCTON 0N tha "ACcoum ACThiTy” pags.

Pigase keep in mind That unauhorzed ESage Can GCCUT N any region and that in your console you only see one region at a ime. To
SWAICH DETEEN MEgIons, you CAN uSe T dropdown in e Iop-right comes of the console Screen.

DELETE THE KEY (ROOT ACCOUNT)
H you are not using the access key, you can simply delete it To delete the exposed key, wisit the “Secunty Credensals™ page here:
I GO0 Bk AMAZDN COMATTMas Sty (Peganlisl Vous keys wil De ESIed in e “ACCess Keys™ Section,




Amazon Web Services <no-reply-aws@amazon.com> 2/16/15 -
to ankit.giri [~

Dear AWS Customer,
Your AWS Account is compromised! Please review the following notice and take immediate action to secure your account.

Your security is important to us. We have become aware that the AWS Access Key AKIAJCENA3ENKEAFX4RQ (belonging to IAM
mr'mmmmmmmmstmammmmmm

es/compare/eBS-Vikash.

S DOSE 4 SEeCU vV TNISK 1O VOUI acCOount anda omer users., Ccoull eadl 1 LessSVe Chalges (4] UNautnoned actuvity O :1|'IL"1 Al |

violates the Aws Customer Agreement. '

Please delete the exposed credentials from your AWS account by using the instructions below and take steps to prevent any new
credentials from being published in this manner again. Unfortunately, deleting the keys from the public website and/or disabling them
is NOT sufficient to secure your account.

To additionally protect your account from excessive charges, we have temporarily limited your ability to create some AWS resources.
Please note that this does not make your account secure, it just partially limits the unauthorized usage for which you could be

charged.
Detalled instructions are included below for your convenience.

CHECK FOR UNAUTHORIZED USAGE

To check the usage, please log into your AWS Management Console and go to each service page to see what resources are being
used. Please pay special attention to the running EC2 instances, Spot instance requests, access keys, and IAM users. You can also
check "This Month's Activity” section on the "Account Activity” page.

Dloaco kaon in mind that imantharrod neano can Aaccar in anv raninn and that in v cononls wa nnbe coo Ano roninn at a tima Ta
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I1a CkEfUnE About Product + Resources Pricing Contact Directory Blog

- Reputation Rark Shgral Percentile

m AWS S3 bucket writeable for authenticated aws users Share:

State @ Resolved (Closed) Participants  [JfJ I}
Dusclosed publicly  April 5, 2016 6:36pm +0530
Repormed To  HackerOne
Type  Authentication

Bounty %2500

SUMMARY BY HACKERDME

h An ACL misconfiguration issue existed on one of our 53 buckets. This misconfiguration allowed any authenticated AWS user to write to this
bucket (no read access was permitted). An attacker could theoretically post a file into that bucket that may at some point be accessed by a
HackerOne staff member, thinking it's been uploaded by another staff member or some automated system. We improved the ACLs for that 53
bucket to prevent such a concern.

This issue also led us to audit some of our additional 53 buckets, resulting in changes for some of those buckets as well.
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"Version™: “2012-10-177,
"Statement™: |

BecketPermissionaCheck"”,

"Effect™: "Allow",

HEervice™: [ I

"config.amazonaws,.com”
|

Action”: "= :GetBuckethcl“,

"Resource™: "arn:aws:s3:::targstBucketName"

"81d": " AWSConfigBucketDeliwvery™,
"Effect™: "Rllow™,
"Principal™: {
PEervice™: [
"config.amazonaws.com"
1

1
i

"Action": "a3:Putlbject”,
"Resource™: “arn:aws:s3:::targetBucketName/ [optional] prefix/AWSLogs/sourcedccountID-WithoutHy
"Condition™: {
"StringBquala®™: |
"s3:x-amz-acl®: "bucket-cwner-full-control®

25.



= -y g oy
*--.-l—.u-

-
ol B
¥ sy b AT
T
18 gl

w15 nys - i

B

A vy -

-y

e i -

Ty

5w e -0

¢ E"

e - ki
B sy T«

T -

26.



C # [ hteps:/fjenkins
Apps * Bookmarks —

# Jenkins

Jinking

&3 People

= Build History

L, Project Relationship

Rueivcases
& Check File Fingerprint 5 W  Name |
L™ Disk usage q. __cleanUpdab
E Dependency Graph 0
Bulld Quaue (16) - 0
Jankins is going to shut down. Mo further bullds will be =3
performed. 0 43
; @ &
B o 0 T —
e L]
—cleanUpiob g ~
Eroducton-site
: - | . |
ST 0
vsite
-5iber [ 1] q !
ST -sile
Mckubes-5ite (1]
Utils-site @ 0- departs-packaging

1 dary 5 hr - §447
1 mo 4 days - 2291
11 mo - 142

6 mo 15 days - £330
1 mo 1 day - 528
6mo 15 days - #2

7 mo O days - #8

1 day 7 hr - #3068

5 mo 28 days - B2
14 days - 249

2days T hr - 8364

1y7 1 mo - 241

Last Fallure

MiA

MA

MIA

& mo 12 days - F332
FiA

MIA

8 mo 1 day - #4

MIA

FA

MIA

MA

Last Duration

0,94 sec

1 min 0 sec

24 sec

1 min 38 sec

1 min 48 sec

3 min 10 sec

2 min 33 sec

Z min 39 sec

2 min 18 sac

1 min 33 sec

12 min

41 sac
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Best Practices to
Protect AWS Accounts
from Unauthorized
Access and Usage:










Best Practices to Protect AWS Accounts from Unauthorized Access
and Usage:
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Best Practices to Protect AWS Accounts from Unauthorized
Access and Usage:

AWS Security Checkli

Are ALL the servers created within VPC?

Are ALL the un-required pons blocked on ALL servers? Mention all open
ports.

Are ALL backend servers (Solr, DB, ElasticCache, Redis etc.) accessible
ONLY via web-servers?

Do you use separate LAM user for each team-member and command line?
Are ALL the TAM policies defined at Group level?

Have all the IAM keys been rotated in last 90 days?

Are you leveraging EC2 Roles instead of IAM user for access permissions
wherever possible?

Do all SSL cenificate follow SHA2 encryption?

Is bash terminal on all servers ShellShock proof?

Enumerating buckets for critical info.
List all subdomains. Is there any critical domain, publicly accessible?
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How does it all come together
and work?
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What to take home?




got questions @
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