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Model System Woran arbeiten wir?

Find Threats Was kann schiefgehen?

Address

Threats Was werden wir dagegen tun?

Validate Haben wir gute Arbeit geleistet?

Shostacks Vier FragenShostacks Vier Fragen

Diagramme

Architektursichten

Vertrauensgrenzen

Denke abseits des vorgesehenen Pfads!

"Denke wie ein Hacker!"

YIst das so einfach?E

Vermeiden

Mitigieren

Übertragen

Akzeptieren

Decken wir alles ab?

Software ist ein bewegliches Ziel
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Elevation of Privilege (*2010 bei Microsoft)

Idee: Bringe EntwicklerInnen ins Threat Modeling

Jede Karte stellt eine konkrete Bedrohung dar

Spielfarben == Bedrohungskategorien

S poo�ng

T ampering

R epudiation

I nformation Disclosure

D enial of Service

E levation of Privilege

GamifizierungGamifizierung
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OWASP CumulusOWASP Cumulus

Access &

Secrets

Berechtigungsmanagement und

Geheimnisse

Delivery
Bau, Auslieferung und

Lieferkette

Recovery
Sicherung und

Wiederherstellung

Monitoring
Protokolle, Alarme und

Nachvollziehbarkei

Resources
Ressourcen und deren

Kon�guration



OWASP CumulusOWASP Cumulus

Design decisions:

Cloud-Anbieter-unabhängig

Technologieunabhängig

Allgemein genug, um Diskussionen

anzuregen

Konkret genug, um hilfreich zu sein

Wir-Perspektive (betont die

Eigenverantwortung in DevOps)



You need to
select a card

You have a 
card in the suit 

that was 
led?

Do you 
have any 

Cards?

Card with a
threat you can

apply?

no

Do you 
have the high 

card?

Play a low card, 
see if anyone else 

has a threat

Play it so you can
take lead next hand

Play the threat that
you can apply

yes

Must play in suit:
all other arrows are advice

Choice: Play EoP or another card. For example, someone else 
may have played the Jack of EoP, and you only have a 9.

yes

yes

no

Play a low card in
a suit where you
have few cards

no

trump

RulesRules

https://github.com/adamshostack/eop/blob/master/EoP_Card%20Game%20Images.pdf

https://github.com/adamshostack/eop/blob/master/EoP_Card%20Game%20Images.pdf
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9
9 nine/access& secrets

Our Identity and
AccessManagement
lets authenticated
users/developers
grant themselvesadditionalpermissions.
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ri
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e
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a
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ti
o
n

überschreiben

DB logs 

Devs können



github.com/TNG/eleva�on-of-privilege

Online VersionOnline Version
Kein Darkmode! �
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Input für Cumulus:

Cloud Security Best Practices

OWASP Top10 CI/CD

CIS Benchmarks

Aber größtenteils: Erfahrung bei TNG

Å Bitte erstellt issues and pull requests! Å

� Es soll ein Community Projekt werden! �

Wir brauchen Hilfe!Wir brauchen Hilfe!

github.com/OWASP/cumulus



Any questions?

Christoph Niehoff

Thank you!Thank you!

christoph.niehoff@tngtech.com

github.com/OWASP/cumulus

mailto:christoph.niehoff@tngtech.com
mailto:christoph.niehoff@tngtech.com
mailto:christoph.niehoff@tngtech.com
mailto:christoph.niehoff@tngtech.com
mailto:christoph.niehoff@tngtech.com


3
3

three/access&
secrets

Our secrets are

long-lived and
can

be reused when

they get leaked.

L
o
n
g
-l
iv
in
g
se
c
re
ts 5

5
f ve/access& secrets

We (as developers)
have access to

technical credentials.

A
c
c
e
ss

to
c
re
d
e
n
ti
a
ls

8

8
eight/access& secrets

We don’t restrict

permissions

(developers,

technical users)

to theminimum,

allowing for a

privilege escalatio
n.

N
o
le
a
st

p
ri
v
il
e
g
e

10
10

ten/access& secrets

We don’t
enforce MFA for
developer access.

N
o
M
F
A

J
J

jack/access& secrets

Our deployment

artifacts contain

secrets that can

be extracted.

S
e
c
re
ts

in
a
rt
if
a
c
ts K

K king/access& secrets

We don’t use anestablished solutionfor credentialmanagement.

P
o
o
r
se
c
re
ts
m
a
n
a
g
e
m
e
n
t



2
2

two/delivery

We don’t know
the versions of

our dependencies
or whether they
are up to date.

N
o
S
B
O
M 4
4 four/delivery

We don’t know thesource repository ofour dependencies.

D
e
p
e
n
d
e
n
c
y
c
o
n
fu
si
o
n

10

10
ten/delivery

We don’t lim
it

ingress or eg
ress

when running

CI pipelines
.

M
is
si
n
g
n
e
tw

o
rk
c
o
n
tr
o
l

Q
Q

queen/deliv
ery

We are not certain

which code/a
rtifacts

we are dep
loying.

N
o
so

u
rc
e
c
o
d
e
in
te
g
ri
ty

K
K king/delivery

We won’t noticewhen a deploymentis started from adeveloper account.

S
il
e
n
t
p
ip
e
li
n
e
ru
n
s

A
A

ace/delivery

We won’t notice
when someone alters
the deploy pipeline.

S
il
e
n
t
p
ip
e
li
n
e
c
h
a
n
g
e
s



6
6

six/recovery

We have no backups
for our secrets.

N
o
b
a
c
k
u
p
s
o
f
se
c
re
ts 7

7
seven/recover

y

We cannot re
store

our infrastruc
ture

to a previous state
.

N
o
in
fr
a
st
ru
c
tu
re

ro
ll
b
a
c
k

10
10 ten/recovery

We don’tcreate backupsbefore deletingimportant data.

U
n
sa

fe
d
a
ta
d
e
le
ti
o
n
s

Q
Q

queen/recovery

We can’t tell whether
our backup has
been modif ed.

M
is
si
n
g
b
a
c
k
u
p
in
te
g
ri
tyJ

J
jack/reco

very

All our ba
ckups can

be destro
yed at

once, due
to lack

of redund
ancy.

N
o
b
a
c
k
u
p
re
d
u
n
d
a
n
c
y K

K

king/r
ecove

ry

We c
an have

the same
person

deleti
ng resour

ces

and their b
ackup

s.

B
ro
a
d
d
e
le
te

p
e
rm

is
si
o
n
s



5
5

f ve/monitoring

We don’t restrict
access to the
sensitive parts
of our logs.

In
fo
rm
a
ti
o
n
d
is
c
lo
su

re

7

7
seven/monitoring

We won’t get a
n

alert if an
end user

generate
s huge

cloud bill
s for us.

M
is
si
n
g
c
o
st
a
le
rt
in
g6

6 six/monitoring

We can’t easilyidentify usefulinformation in logs.

In
su
f
c
ie
n
t
tr
a
c
e
a
b
il
it
y

8
8

eight/monitoring

We don’t
notice if

an authe
nticated

attacker/
develope

r

deactiva
tes or

manipula
tes our

tools for
traceabil

ity.

N
o
lo
g
in
te
g
ri
ty 9

9

nine/
monito

ring

We d
on’t k

now if

an au
thent

icate
d

attac
ker/d

evelo
per

acce
ssed

the

prod
uctio

n

envir
onme

nt.
N
o
a
u
d
it
s
fo
r
p
ro
d
a
c
c
e
ss

Q
Q queen/monitoring

We do not know
how to react when
our monitoring
sends alerts.

N
o
in
c
id
e
n
t
re
sp

o
n
se

p
la
n



A
A

ace/resources

We have no
clear policy for

using/conf guring
cloud resources.

N
o
c
lo
u
d
p
o
li
c
yK

K
king/reso

urces

Our cloud resources

are publicly e
xposed

without an
y need.

P
u
b
li
c
re
so

u
rc
e
s

Q
Q queen/resources

Our production
and staging

environments are
connected, either

directly or indirectly(e.g. via CI/CD).

M
is
si
n
g
e
n
v
se

p
a
ra

ti
o
n

9
9

nine/resources

Our whole system
can be af ected by a
single rogue service.

S
in
g
le

p
o
in
t
o
f
fa

il
u
re J

J jack/resources

We don’t controlegress traf c.

M
is
si
n
g
e
g
re
ss
c
o
n
tr
o
l

4
4

four/resourc
es

We can’t get

contacted b
y our

cloud provider in

case of emergenc
y.

U
n
re
a
c
h
a
b
le
c
o
n
ta
c
t
d
e
ta

il
s


