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DevOps
is built on 

self-responsibility.



DevSecOps?DevSecOps?

Don't do this!

source: h�ps://pvs-studio.com/en/blog/posts/0710/

source: h�ps://www.xalt.de/5-key-skills-for-devsecops/

Do this!

source: h�ps://www.pagerduty.com/blog/devsecops-ops-guide/



Model System What are you building? Diagrams etc.

Find Threats What can go wrong?
Knowledge, crea�vity, awareness, mindset?

Address
Threats What should we do about it? Mi�ga�ons and risk

Validate Did we do a decent job? Good processes

Shostack's Four QuestionsShostack's Four Questions

E Here we need help!



Great idea by Adam Shostack (*2010
at Microso�)
Lightweight, low-barrier approach to
get developers into threat modeling
Each card represents a possible
threat vector and is a basis for
discussions
Gaming fosters discussions,
openness and fun while doing it

GamificationGamification
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Automation

Humans

Design

DevOps
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Access &
Secrets

Threats related to IAM and
secrets management

Delivery
Build and ship so�ware,
and its supply chain

Recovery Backup and restore

Monitoring Logs, alerts and traceability

Resources
Threats on resources and
their configura�on

OWASP CumulusOWASP Cumulus



Design decisions:
Vendor-independent
Technology-independent
General enough to foster discussions
Concrete enough to be helpful
We-perspec�ve (to emphasize the
responsibility in DevOps)

OWASP CumulusOWASP Cumulus



You need to
select a card

You have a 
card in the suit 

that was 
led?

Do you 
have any 

Cards?

Card with a
threat you can

apply?

no

Do you 
have the high 

card?

Play a low card, 
see if anyone else 

has a threat

Play it so you can
take lead next hand

Play the threat that
you can apply

yes

Must play in suit:
all other arrows are advice

Choice: Play EoP or another card. For example, someone else 
may have played the Jack of EoP, and you only have a 9.

yes

yes

no

Play a low card in
a suit where you
have few cards

no

trump

RulesRules

h�ps://github.com/adamshostack/eop/blob/master/EoP_Card%20Game%20Images.pdf

https://github.com/adamshostack/eop/blob/master/EoP_Card%20Game%20Images.pdf
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github.com/TNG/eleva�on-of-privilege

Online VersionOnline Version Supports:

Eleva�on of Privilege
OWASP Cornucopia
OWASP Cumulus
Eleva�on of MLSec



Where to get it?

Either print it yourselves

or get it at Agile Sta�onary / CyberSecGames

I'm not ge�ng any
money out of it!
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In DevOps, Security is a team's responsibility

Should be a natural element and nothing special

Threat modeling with serious card games is a leightweight approach to enable the Team

The triplet (EoP, Cornucopia, Cumulus) covers all aspects of modern DevOps projects

Cumulus can help you!

DevOps Teams
Site reliability engineers
Cloud admins
Security prac��oners

TakeawaysTakeaways



Input for Cumulus:

Cloud Security Best Prac�ces
OWASP Top10 CI/CD
CIS Benchmarks
But mostly: experience at $COMPANY

Å Please raise issues and create pull requests! Å

� Let's make this a community project! �

Please participate!Please participate!

github.com/OWASP/cumulus



Any questions?

Christoph Niehoff

Thank you!Thank you!

christoph.niehoff@owasp.org

github.com/OWASP/cumulus

See you tomorrow in the

Demo Lab! 14:15h in
Room 133-134

mailto:christoph.niehoff@tngtech.com
mailto:christoph.niehoff@tngtech.com
mailto:christoph.niehoff@tngtech.com
mailto:christoph.niehoff@tngtech.com
mailto:christoph.niehoff@tngtech.com


3
3

three/access&
secrets

Our secrets are

long-lived and
can

be reused when

they get leaked.

L
o
n
g
-l
iv
in
g
se
c
re
ts 5

5
f ve/access& secrets

We (as developers)
have access to

technical credentials.

A
c
c
e
ss

to
c
re
d
e
n
ti
a
ls

8

8
eight/access& secrets

We don’t restrict

permissions

(developers,

technical users)

to theminimum,

allowing for a

privilege escalatio
n.

N
o
le
a
st

p
ri
v
il
e
g
e

10
10

ten/access& secrets

We don’t
enforce MFA for
developer access.

N
o
M
F
A

J
J

jack/access& secrets

Our deployment

artifacts contain

secrets that can

be extracted.

S
e
c
re
ts

in
a
rt
if
a
c
ts K

K king/access& secrets

We don’t use anestablished solutionfor credentialmanagement.

P
o
o
r
se
c
re
ts
m
a
n
a
g
e
m
e
n
t



2
2

two/delivery

We don’t know
the versions of

our dependencies
or whether they
are up to date.

N
o
S
B
O
M 4
4 four/delivery

We don’t know thesource repository ofour dependencies.

D
e
p
e
n
d
e
n
c
y
c
o
n
fu
si
o
n

10

10
ten/delivery

We don’t lim
it

ingress or eg
ress

when running

CI pipelines
.

M
is
si
n
g
n
e
tw

o
rk
c
o
n
tr
o
l

Q
Q

queen/deliv
ery

We are not certain

which code/a
rtifacts

we are dep
loying.

N
o
so

u
rc
e
c
o
d
e
in
te
g
ri
ty

K
K king/delivery

We won’t noticewhen a deploymentis started from adeveloper account.

S
il
e
n
t
p
ip
e
li
n
e
ru
n
s

A
A

ace/delivery

We won’t notice
when someone alters
the deploy pipeline.

S
il
e
n
t
p
ip
e
li
n
e
c
h
a
n
g
e
s



6
6

six/recovery

We have no backups
for our secrets.

N
o
b
a
c
k
u
p
s
o
f
se
c
re
ts 7

7
seven/recover

y

We cannot re
store

our infrastruc
ture

to a previous state
.

N
o
in
fr
a
st
ru
c
tu
re

ro
ll
b
a
c
k

10
10 ten/recovery

We don’tcreate backupsbefore deletingimportant data.

U
n
sa

fe
d
a
ta
d
e
le
ti
o
n
s

Q
Q

queen/recovery

We can’t tell whether
our backup has
been modif ed.

M
is
si
n
g
b
a
c
k
u
p
in
te
g
ri
tyJ

J
jack/reco

very

All our ba
ckups can

be destro
yed at

once, due
to lack

of redund
ancy.

N
o
b
a
c
k
u
p
re
d
u
n
d
a
n
c
y K

K

king/r
ecove

ry

We c
an have

the same
person

deleti
ng resour

ces

and their b
ackup

s.

B
ro
a
d
d
e
le
te

p
e
rm

is
si
o
n
s



5
5

f ve/monitoring

We don’t restrict
access to the
sensitive parts
of our logs.

In
fo
rm
a
ti
o
n
d
is
c
lo
su

re

7

7
seven/monitoring

We won’t get a
n

alert if an
end user

generate
s huge

cloud bill
s for us.

M
is
si
n
g
c
o
st
a
le
rt
in
g6

6 six/monitoring

We can’t easilyidentify usefulinformation in logs.

In
su
f
c
ie
n
t
tr
a
c
e
a
b
il
it
y

8
8

eight/monitoring

We don’t
notice if

an authe
nticated

attacker/
develope

r

deactiva
tes or

manipula
tes our

tools for
traceabil

ity.

N
o
lo
g
in
te
g
ri
ty 9

9

nine/
monito

ring

We d
on’t k

now if

an au
thent

icate
d

attac
ker/d

evelo
per

acce
ssed

the

prod
uctio

n

envir
onme

nt.
N
o
a
u
d
it
s
fo
r
p
ro
d
a
c
c
e
ss

Q
Q queen/monitoring

We do not know
how to react when
our monitoring
sends alerts.

N
o
in
c
id
e
n
t
re
sp

o
n
se

p
la
n



A
A

ace/resources

We have no
clear policy for

using/conf guring
cloud resources.

N
o
c
lo
u
d
p
o
li
c
yK

K
king/reso

urces

Our cloud resources

are publicly e
xposed

without an
y need.

P
u
b
li
c
re
so

u
rc
e
s

Q
Q queen/resources

Our production
and staging

environments are
connected, either

directly or indirectly(e.g. via CI/CD).

M
is
si
n
g
e
n
v
se

p
a
ra

ti
o
n

9
9

nine/resources

Our whole system
can be af ected by a
single rogue service.

S
in
g
le

p
o
in
t
o
f
fa

il
u
re J

J jack/resources

We don’t controlegress traf c.

M
is
si
n
g
e
g
re
ss
c
o
n
tr
o
l

4
4

four/resourc
es

We can’t get

contacted b
y our

cloud provider in

case of emergenc
y.

U
n
re
a
c
h
a
b
le
c
o
n
ta
c
t
d
e
ta

il
s


